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Option 1: Estimation

1 The random variable X has the Normal distribution with mean 0 and variance θ, so that its probability

density function is

f(x) =
1

√

2πθ
e−x2/2θ , −∞ < x < ∞,

where θ (θ > 0) is unknown. A random sample of n observations from X is denoted by X
1
, X

2
, . . . , X

n
.

(i) Find θ̂, the maximum likelihood estimator of θ. [14]

(ii) Show that θ̂ is an unbiased estimator of θ. [4]

(iii) In large samples, the variance of θ̂ may be estimated by
2θ̂

2

n
. Use this and the results of parts (i)

and (ii) to find an approximate 95% confidence interval for θ in the case when n = 100 and

ΣX2
i
= 1000. [6]

Option 2: Generating Functions

2 The random variable X has the χ2
n

distribution. This distribution has moment generating function

M(θ) = (1 − 2θ)
−1

2
n
, where θ < 1

2
.

(i) Verify the expression for M(θ) quoted above for the cases n = 2 and n = 4, given that the

probability density functions of X in these cases are as follows. [10]

n = 2: f(x) = 1
2

e
−1

2
x

(x > 0)

n = 4: f(x) = 1
4
xe

−1
2
x

(x > 0)

(ii) For the general case, use M(θ) to find the mean and variance of X in terms of n. [7]

(iii) Y
1
, Y

2
, . . . , Y

k
are independent random variables, each with the χ2

1
distribution. Show that

W =
k

∑
i=1

Y
i
has the χ2

k
distribution. [4]

(iv) Use the Central Limit Theorem to find an approximation for P(W < 118.5) for the case k = 100.

[3]
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Option 3: Inference

3 (i) Explain the meaning of the following terms in the context of hypothesis testing: Type I error,

Type II error, operating characteristic, power. [8]

(ii) A market research organisation is designing a sample survey to investigate whether expenditure

on everyday food items has increased in 2011 compared with 2010. For one of the populations

being studied, the random variable X is used to model weekly expenditure, in £, on these items

in 2011, where X is Normally distributed with mean µ and variance σ2. As the corresponding

mean value in 2010 was 94, the hypotheses to be examined are

H
0
: µ = 94,

H
1
: µ > 94.

By comparison with the corresponding 2010 value, σ2 is assumed to be 25.

The following criteria for the survey are laid down.

• If in fact µ = 94, the probability of concluding that µ > 94 must be only 2%

• If in fact µ = 97, the probability of concluding that µ > 94 must be 95%

A random sample of size n is to be taken and the usual Normal test based on X is to be used, with

a critical value of c such that H
0

is rejected if the value of X exceeds c. Find c and the smallest

value of n that is required. [13]

(iii) Sketch the power function of an ideal test for examining the hypotheses in part (ii). [3]

Option 4: Design and Analysis of Experiments

4 (a) Provide an example of an experimental situation where there is one factor of primary interest

and where a suitable experimental design would be

(i) randomised blocks,

(ii) a Latin square.

In each case, explain carefully why the design is suitable and why the other design would not be

appropriate. [12]

(b) An industrial experiment to compare four treatments for increasing the tensile strength of steel is

carried out according to a completely randomised design. For various reasons, it is not possible

to use the same number of replicates for each treatment. The increases, in a suitable unit of

tensile strength, are as follows.

Treatment Treatment Treatment Treatment

A B C D

10.1 21.1 9.2 22.6

21.2 20.3 8.8 17.4

11.6 16.0 15.2 23.1

13.6 15.0 19.2

12.4

[The sum of these data items is 256.8 and the sum of their squares is 4471.92.]

Construct the usual one-way analysis of variance table. Carry out the appropriate test, using a

5% significance level. [12]
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4769 June 2011 Qu 1 
 

 ( )
2 / 21f e

2
xx θ

πθ
−=       [N(0, θ )] 

 

 

(i) 
22 2

1 2 / 2/ 2 / 2
...

1 1 1e . e . . e
2 2 2

nxx xL θθ θ

πθ πθ πθ

−− −=  

 

( )
2/ 2 / 22 e i

n x θπθ
− −Σ =   

 

( ) 21ln ln 2
2 2 i
nL xπθ

θ
= − −   

 

2
2

d ln 1 1.
d 2 2 i

L n x
θ θ θ

= − +   

 
d ln 0
d

L
θ

=      gives     2
2

1
ˆ ˆ2 2 i

n x
θ θ

=   

 

i.e.  21ˆ
ix

n
θ =   

 
 

Check this is a maximum.  Eg: 
 

2
2

2 2 3

d ln 1 1.
d 2 i

L n x
θ θ θ

= −   

 

which, for , is ˆθ θ=
2 2 2

0ˆ ˆ ˆ2 2
n n n
θ θ θ

− = − < . 

 

 
M1 product form 
A1 fully correct 
 

Note.  This A1 mark and the 
next five A1 marks depend 
on all preceding M marks 
having been earned. 

 
M1 for ln L 
A1 fully correct 
 
M1 for differentiating 
A1, A1 for each term 
 
M1 
A1 
 

 
A1 
 
 
 

M1 
 
 

A1 
 
 
A1 for expression 

     involving  θ̂
 

A1 for showing < 0 
 

[14]
 

(ii) First consider E(X 2) = Var(X) + {E(X)}2 = θ + 0 
 

( ) ( )
1ˆE ...
n

θ θ θ θ∴ = + + + = θ  

 

i.e.   is unbiased. θ̂
 

M1 
A1 
 
 

A1 
 
 
A1 

[4]
 

(iii) Here ˆ  and Est Var (  = 2 × 1010θ = )θ̂ 2/100 = 2 

 
Approximate confidence interval is given by 

 

10 1.96 2 10 2.77± = ± ,   i.e. it is (7.23, 12.77). 
 

 
B1, B1 
 
M1 centred at 10 
B1 1.96 
M1 Use of √2 
A1 c.a.o.     Final interval 

[6]
 

1 
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4769 June 2011 Qu 2 
 
 

(i) n = 2  ( ) / 21
2f e xx −=  

 

( ) ( ) ( )1
21

20
M E e e xX dxθθθ

∞ − −
= =   

 

( )

( )

1
2

1
2 0

1
2

xe θ

θ

∞
− − 

= 
− −  

    [A1]   
1
2

1
2 θ

=
−

   [A1]      [A1] ( )1 2θ= −
1−

 
 

n = 4   ( ) / 21
4f e xx x −=  

 

( ) ( )1
21

40
M e x dx xθ

θ
∞ − −

=   

 

( )

( )

( )

( )

1 1
2 2

1 10
2 20

1 e e d
4

x xx x
θ θ

θ θ

∞
− − − −

∞
   

= −  
− − − −    

[A1] [A1]  

 

[ ] ( )
1

1
2

1 10 0 .2 1 2
4

θ
θ

− 
= − + −

− 
[A1] [A1]   

 

( )
( ) (

1 2

1
2

1 1 1 2 1 2
2 1 2

θ θ
θ

− −
= − =

−
)−  

 

 

 
 
 

A1   Any equivalent form 
 

 
 

A1, A1, A1 for each 
expression, as shown, 

beware printed answer 
 
 
 
 

M1 for attempt to integrate 
this by parts 

 
 

A1, A1 for each component, 
as shown 

 
 
 

A1, A1 for each component, 
as shown 

 
 

A1 for final answer, 
beware printed answer 

 
[10]

 

(ii) Mean = M'(0)    ( ) ( )( ) ( )2 21 1
2M ' 2 1 2 1 2

n n
n nθ θ

− − − −
= − − − = − θ  

 
∴ mean = n 

 
 

Variance = M''(0) – {M'(0)}2 

 

( ) ( )( )( ) ( )( )2 2
2M '' 1 2 1 2 2 1 2

n
nn n nθ θ

− − − −
= − − − − = + − 2 2n

θ  

 
∴ M''(0) = n(n + 2) 

 
∴ variance = n(n + 2) – n2 = 2n 

 
 

[Note.  This part of the question may also be done by expanding the 
mgf.] 
 

 
M1  A1 

 
A1 

 
 
 
 
 

M1  A1 
 
 

A1 
 

A1 
 
 
 

[7]

 

Solution continued on next page 
 

2 
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4769 June 2011 Qu 2 continued 
 
 

(iii) By convolution theorem, 
 

( ) ( ){ } ( )
1
2 / 21 2 1 2

k k
WM θ θ θ

− −
= − = − . 

 

This is the mgf of , 2χ
k

 

so (by uniqueness of mgfs) 
 

W ~ . 2χ
k

 

M1 

 
B1 
 
 
 
 

M1 
 
 

B1 
 

[4]
 

(iv) W ~  has mean 100, variance 200.  Can regard W as 

the sum of a large "random sample" of  variates. 

2
100
χ

2
1
χ

 
 

( )2
100

118.5 100P χ 118.5 P N(0,1) 1.308
200

−
∴ < ≈ < =







 

 
= 0.9045. 

 
 
 

 
 
 
 
 
 
M1 for use of N(0,1) 
A1 c.a.o.    for 1.308 
 
 
A1 c.a.o. 
 

[3]
 

 
 

3 
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4769 June 2011 Qu 3 
 
(i) 
 
 
 

Type I error:  rejecting null hypothesis [B1] when it is true [B1] 
 

Type II error:  accepting null hypothesis [B1] when it is false [B1] 
 

OC:  P(accepting null hypothesis [B1] as a function of the 
parameter under investigation [B1]) 

 
Power:  P(rejecting null hypothesis [B1] as a function of the 

parameter under investigation [B1]) 
 

8 separate B1 marks 
for components of 
answer, as shown 

 
Allow B1 out of 2 for P(...) 
 
Allow B1 out of 2 for P(...) 
 
P(Type II error | the true value of 
the parameter) scores B1+B1 

 
 
P(Type I error | the true value of 
the parameter) scores B1+B1. 
 

"1 – OC" as definition scores zero. 

[8]
 

(ii) X ~ N(μ, 25)       H0: μ = 94       H1: μ > 94 
 

We require ( ) ( )00.02 P reject H 94 P 94X cμ= = = > μ =  

 

( )( ) ( )
94P N 94,25 / P N 0,1

5 /
cn c

n
−

= > = > 





 

 
94 2.054

5 /
c

n
−

∴ =  

 

We also require ( )00.95 P reject H 97μ= =  

 

( )( ) ( )
97P N 97,25 / P N 0,1

5 /
cn c

n
−

= > = >






 

 
97 1.645

5 /
c

n
−

∴ = −  

 

∴ we have  
10.2794c

n
= +   and  

8.22597c
n

= −  

 
 

Attempt to solve; 
c = 95.666 [allow 95.7 or awrt] 
√n = 6.165,   n = 38.01 
Take n as "next integer up" from candidate's value 

 

 
 
 
M1 
 
 

M1 for first expression 
 

M1 for standardising 

 
 
B1   for 2.054 
 
 
 
 
 

M1 for first expression 
 

M1 for standardising 

 
 
B1   for –1.645 
 
 
M1  two equations 
A1  both correct 

(FT any previous 
errors) 

 
M1 
A1   c.a.o. 
A1   c.a.o. 
A1 

[13]
(iii) Power function: step function from 0 

with step marked at 94 
to height marked as 1 

G1 
G1 
G1 
 

Zero out of 3 if step is wrong way 
round. 

[3]
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5 

4769 June 2011 Qu 4 
 
 

(a) Each E2 in this part is available as E2, E1, E0. 
 
(i) Description of situation where randomised blocks would be suitable, ie 

one extraneous factor (eg stream down one side of a field). 
 

Explanation of why RB is suitable (the design allows the extraneous 
factor to be "taken out "separately). 

 
Explanation of why LS is not appropriate (eg:  there is only one 
extraneous factor;  LS would be unnecessarily complicated;  not 
enough degrees of freedom would remain for a sensible estimate of 
experimental error). 

 
(ii) Description of situation where Latin square would be suitable, ie two 

extraneous factors (and all with same number of levels) (eg streams 
down two sides of a field). 

 
Explanation of why LS is suitable (the design allows the extraneous 
factors to be "taken out "separately). 

 
Explanation of why RB is not appropriate (RB cannot cope with two 
extraneous factors). 

 

 

 
 
E2 
 
 
E2 
 
 
E2 
 
 
 
 
E2 
 
 
 
E2 
 
 
E2 
 

[12]
 

(b) Totals are   56.5  57.4  60.6  82.3   from samples of sizes   4  3  5  4 
 

Grand total  256.8     "Correction factor" CF = 256.82/16 = 4121.64 

 
Total SS = 4471.92 – CF = 350.28 

Between treatments SS = 
2 2 256.5 57.4 60.6 82.3

4 3 5 4
+ + +

2

– CF 

 

= 4324.1103 – CF = 202.47 
 

Residual SS (by subtraction) = 350.28 – 202.47 = 147.81 
 
 
Source of variation SS     df  MS  [M1] MS ratio [M1]  
Between treatments 202.47      3 [B1] 67.49  5.47(92) [A1 cao] 
Residual  147.81    12 [B1] 12.3175    
Total   350.28    15 
 

Refer MS ratio to F3,12. 
Upper 5% point is 3.49. 
Significant. 
Seems the effects of the treatments are not all the same. 

 

 
 
 

 
M1  for attempt to 
form three sums of 
squares. 
 

M1 for correct 
method for any two. 
 
 

A1 if each 
calculated SS is 
correct. 
 
5 marks within 
the table, as 
shown 
 
 
M1  No FT if wrong 

A1  No FT if wrong 

E1 
E1 

[12]
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4769: Statistics 4 

General Comments 
 

There were only 18 candidates for this module this year, thinly spread over 9 centres.  
This is a much smaller entry than last year.  
 
There was much good work with many candidates scoring highly, but comparatively little 
that was really outstanding. 
 
As usual, the paper consisted of four questions, each within a defined "option" area of the 
specification.  The rubric requires that three be attempted.  Two candidates in fact 
attempted all four.  The best three attempts counted.  In general, attempting all four 
questions is not a good strategy; it is better to try to complete three questions.  All the 
questions attracted a reasonable number of attempts, with question 4, on design and 
analysis of experiments, the least popular though not by very much. 
 
Comments on Individual Questions 
 
1 This was on the "estimation" option.  It was based on maximum likelihood estimation. 

 
Part (i), on finding a maximum likelihood estimator, inevitably involved quite a lot of 
technical work.  This was mostly well done, though a few candidates did not know how 
to form the likelihood to start with (a few follow-through marks were available for 
subsequent methods).  Some candidates had difficulty showing that the obtained 
turning-point is indeed a maximum; in this case, the actual estimator has to be inserted 
in the second derivative. 
 
Part (ii) required candidates to show that (in this case – it is not true in general) the 
maximum likelihood estimator is unbiased.  Mostly this was done well, but a few 
candidates became badly lost in confusion between sample and population quantities. 
 
Part (iii) required candidates to obtain an approximate 95% confidence interval for the 
parameter, using a given result for the variance of the estimator.  Again this was mostly 
done well, but there were some very bad errors of introducing "σ / n" in the 
denominator. 
 

2 This was on the "generating functions" option and was concerned with moment 
generating functions of chi-squared distributions. 
 
There was good technical work here.  It was pleasing to see integrals carefully set out 
in correct and full notation and with proper attention to insertion of limits, and likewise 
pleasing to see careful differentiation in part (ii) (not too many cases of a disappearing 
minus sign).  Part (iii) required candidates to invoke fairly explicitly the uniqueness of 
the relationship between a distribution and its moment generating function.  Part (iv) 
was an application of the Central Limit Theorem; most candidates knew how to use the 
Normal distribution here, but there were some strange errors with the parameters. 
 

3 This question was on the "inference" option. 
 
It started by requiring definitions of Type I error, Type II error, operating characteristic 
and power.  Sadly there were still candidates who had Type I and Type II errors the 
wrong way round, which is a bad mistake at this level.  In the case of the power, a 
statement that "power = 1 – operating characteristic" was not accepted as a definition 
of power. 
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Part (ii) required a critical value and the minimum sample size to be found for a Normal 
test for the mean, given some criteria for the errors.  This was commonly done well. 
 
Part (iii) required a sketch of an ideal power function.  Some quite extraordinary 
sketches came forward here, completely wrong and in some cases simply bizarre, even 
from candidates who had met with reasonable success in the earlier parts. 
 

4 This was on the "design and analysis of experiments" option. 
 
The first part required candidates to discuss and compare the randomised blocks 
design and the Latin square design, giving an example for each situation.  Mostly this 
was done fairly well, but candidates were not always completely sound about how 
these designs can "allow for" one or two extraneous factors. 
 
The second part required an analysis of variance to be carried out, which was usually 
done efficiently and correctly. 
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